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Abstract

The charge density of oxalic acid dihydrate has been
redetermined from 100 K X-ray diffraction data using a
SMART CCD diffractometer. The quality of the data
has been carefully analyzed and shown to be at least as
good as that obtained using a point detector. The
positional and thermal parameters obtained from least-
squares re®nement and the main features of difference
density maps are comparable with those obtained by a
number of laboratories as part of the IUCr electron
density project. In particular, the comparison study has
been completed by two multipole re®nements carried
out in parallel using both the current data set and that of
a previous study [Stevens & Coppens (1980). Acta Cryst.
B36, 1864±1876].

1. Introduction

The advent of CCD detectors for X-ray diffraction
experiments has produced a remarkable increase in the
speed with which routine structures may be determined.
Although the data are perfectly adequate for routine
structure determination, it has not been demonstrated
that the data quality is suf®cient for charge density
studies. In an attempt to answer this question, it was
decided to remeasure oxalic acid dihydrate and compare
the results with those obtained in the `Project on
Comparison of Structural Parameters and Electron
Density Maps of Oxalic Acid Dihydrate' commissioned
by the IUCr (Coppens, 1984), as well as with later
studies on the same structure.

2. Experimental

A well faceted crystal of oxalic acid dihydrate of the
dimensions 0.25 � 0.23 � 0.18 mm was glued to the tip
of a diamond-cleaved 0.1 mm thin-walled capillary and
mounted on a Siemens SMART Platform diffract-
ometer. The sample was cooled to 100.0 (1) K with an
Oxford Cryosystems Cryostream cooling device. Preli-
minary examination and ®nal data collection were
carried out with graphite-monochromated Mo K�
radiation. In order to avoid any contamination of the
data with the �/2 harmonic (Kirschbaum et al., 1997), the
generator was run at 35 kV and 50 mA. Intensity data
were collected using 0.3� ! scans with a detector

distance of 3 cm. The maximum redundancy in the data
was obtained using four ' settings ± 0, 90, 180, 270� ± for
each detector position. Five detector positions were
used, ensuring overlap of the data:ÿ35,ÿ65,ÿ95,ÿ109
and ÿ50� in 2�. 60 s frames were measured for the three
lowest-resolution detector positions and 120 s frames for
the two high-resolution positions. For the ®rst four
detector positions, 600 frames were measured for each '
setting. For the ®nal detector setting only 500 frames
were measured.²

3. Data reduction

The unit cell [a = 6.1024 (1), b = 3.4973 (1), c =
11.9586 (2) AÊ , � = 105.771 (1)�] and orientation matrix
were determined from the XYZ centroids of 8192
re¯ections with I > 20�(I) obtained from the frames of
the ®rst two detector positions (ÿ35 and ÿ65�). These
two runs were integrated together (SAINT; Siemens,
1996). Subsequent runs were integrated separately, but
with no further re®nement of the orientation matrix.
The intensities were ®rst corrected for beam inhomo-
geneity and decay, and the e.s.d.'s adjusted using the
program SADABS (Sheldrick, 1998). An absorption
correction was then applied (Tmin = 0.949, Tmax = 0.983)
and symmetry and multiply measured re¯ections aver-
aged with the program SORTAV (Blessing, 1987). The
absorption correction was applied with SORTAV
(Blessing, 1987) rather than SADABS (Sheldrick, 1998)
in order to obtain reasonable values for Tbar in the
absence of known face indices and corresponding
dimensions. A further revision of the e.s.d.'s was carried
out via a bivariate analysis of the data with respect to
sin �/� and intensity.

A total of 46 067 re¯ections was measured [of which
29 753 had I > 2�(I)] with only 154 re¯ections missing to
sin �/� = 1.34 AÊ ÿ1 (ÿ16 < h < 16, ÿ8 < k < 8, ÿ31 < l <
31). 5166 re¯ections were unique, of which 2589 had
been measured more than nine times (symmetry
equivalents plus multiple measurements) and only 650
had been measured less than three times. After rejection

² Lists of atomic coordinates, anisotropic displacement parameters
and structure factors have been deposited with the IUCr (Reference:
FR0004). Copies may be obtained through The Managing Editor,
International Union of Crystallography, 5 Abbey Square, Chester CH1
2HU, England.



of 2294 abnormal outliers (e.g. clipped re¯ections from
the frame edges) and 5 statistical outliers, the merging R
values were R1 = 0.032 and R2 = 0.024 for 4878 means.

4. Re®nements

Starting coordinates were taken from Stevens &
Coppens (1980), hereafter SC, and all re®nements were
carried out on F2 using the XD (Koritsanszky et al.,
1995) suite of programs. Four different re®nements were
carried out using statistical weights throughout and the
results are summarized in Table 1. Re®nement (I) is a
traditional independent atom re®nement. Re®nement
(II) is a high-angle re®nement (1.00 < sin �/� < 1.34 AÊ ÿ1)
with the H atoms ®xed at the neutron positions (values
from Feld et al., 1978) and isotropic thermal parameters
®xed at the values obtained from re®nement (I).
Re®nement (III) is a kappa re®nement to assign atomic
charges (Coppens et al., 1979). The hydrogen positional
and thermal parameters were ®xed as in re®nement (II).
A complete atom-centered multipole re®nement was
carried out in (IV), where the nonspherical atomic
electron density (Coppens, 1997) is given by

�at�r� � Pc�core�r� � Pv�
3�valence��r�

�
Xlmax

l�1

�03Rl��0r�
Xl

m�0

Plm�dlm���; '�:

The H atoms were treated as in (II) with one atom-
directed dipole and quadrupole population varied. All
other atoms were re®ned as previously described
(Stevens & Coppens, 1980) up to the hexadecapole level

with mirror symmetry imposed in the plane of the oxalic
acid molecule and in the bisecting plane perpendicular
to the plane of the water molecule. The local coordinate
systems used to de®ne the multipoles is shown in Fig. 1.
Isotropic extinction was included in all four re®nements,
however, the value obtained from re®nement (I) was
held constant for the high-angle re®nement. For
purposes of comparison, particularly of the multipole
re®nements, an identical set of re®nements was carried
out using the SC data and the results compared. As the
SC data only extend to sin �/� = 1.2 AÊ ÿ1, the current
data were also limited to this resolution for re®nement
(IV).

Table 1. Summary of least-squares re®nements

Hydrogen coordinates for (II), (III) and (IV) ®xed at neutron positions
with isotropic thermal parameters from (I).

Re®nement (I) (II) (III) (IV)

Sin �/� range (AÊ ÿ1) 0.00±1.20 1.00±1.34 0.00±1.34 0.00±1.20
Nobs 3860 2895 5166 3860
Nv 50 37 50 108
Scale factor 1.812 (2) 1.87 (2) 1.813 (4) 1.812 (4)
R(F2)² 0.0540 0.1170 0.0457 0.0532
wR(F2)² 0.0769 0.1630 0.0777 0.0299
R(F) [I > 2�(I)] 0.0281 0.0423 0.0282 0.0190
S 1.01 0.84 0.86 0.73

² All re¯ections.

Fig. 1. Local coordinate system used to de®ne multipoles.

Fig. 2. Difference map after high-order re®nement ± data cut-off at
sin �/� = 0.9 AÊ ÿ1 for re¯ections with F2 > 2�(F2); (a) this work;
(b) SC. Contour level: 0.05 e AÊ ÿ3.
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5. Charge density maps

Difference density maps in the molecular plane were
computed (XD; Koritsanszky et al., 1995) after the high-
angle re®nements. To make the comparison as mean-
ingful as possible, a cut-off of sin �/� = 1.2 AÊ ÿ1 was also
imposed for the present data during this re®nement. For
the case of the SC data the scale factor was rere®ned on
all the data after the high-order re®nement owing to the
incompleteness of the high-order data, as previously
discussed (Stevens & Coppens, 1980). Comparison maps
with a sin �/� cut-off of 0.9 AÊ ÿ1 are presented in Fig. 2.
In both cases only re¯ections with F2

o > 2�(F2
o) were

included in the summations.
Model deformation density maps after the multipole

re®nement were also computed for the same plane with
the same cut-offs and are compared in Fig. 3. The
coef®cients for the summations are (Fmul ÿ Fiam). In
addition, in order to judge the completeness of the
re®nement and the quality of the data, the corre-
sponding residual maps were computed after the
multipole re®nement (Fig. 4).

6. Discussion

Why choose to collect data at 100 K? In order to
compare point-detector data with those obtained with a
CCD it was important to choose a temperature for
which there was already extensive data available. The
most common temperature of the IUCr study (Coppens,
1984) was 100 K and this was also the temperature of the
SC data which we have chosen for the most detailed
comparison.

A comparison of unit-cell parameters is given in
Table 2. All metric parameters fall well within the range
previously quoted (Coppens, 1984).

Examination of the re¯ection statistics (Table 3) with
respect to F2

o/�(F2
o) (Q) and sin �/� (S), as obtained from

SORTAV (Blessing, 1987), indicates the expected trends
with respect to the merging R values versus Q or S, and
suggests that the data should be adequate for a charge
density study.

Positional parameters of the non-H atoms obtained
from re®nements (I) and (II) have been compared with
those obtained from similar re®nements by SC or Dam
et al. (1984), hereafter DHF, from X-ray data as well as
those obtained from neutron data (Koetzle &
McMullan, unpublished). Re®nement (I) agrees well
with SC [average positional discrepancy 0.0010 (5) AÊ ],
less well with DHF [average positional discrepancy

0.0017 (3) AÊ ] and, not surprisingly, poorly with the
neutron data [average positional discrepancy
0.0018 (8) AÊ ]. Better agreement was obtained from the
high-order re®nement (II), the corresponding average
discrepancies being 0.0012 (9), 0.0012 (3) and
0.0007 (6) AÊ . The largest discrepancy in all cases is for
O(3), which, in the worst case, is close to 0.002 AÊ .

Although the Hirschfeld (1976) rigid-bond test is
obeyed in the current study (differences of mean-square
displacement amplitudes along the bonds being
� 0.001 AÊ 2), there are some striking differences in the
thermal displacement parameters compared with other

Fig. 3. Model map after multipole re®nement: data cut-off at sin �/� =
0.9 AÊ ÿ1 for re¯ections with F2 > 2�(F2); (a) this work; (b) SC.
Contour level: 0.05 e AÊ ÿ3.

Table 2. Comparison of unit-cell parameters

This work IUCr study

a = 6.1024 (1) AÊ aÅ = 6.102 (6) AÊ

b = 3.4973 (1) AÊ bÅ = 3.501 (7) AÊ

c = 11.9586 (2) AÊ cÅ = 11.964 (17) AÊ

� = 105.771 (1) � � = 105.80 (5) �
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studies. The values fall in the same range as reported in
the IUCr study (Coppens, 1984), however, all three
re®nements gave values that were systematically smaller
than those obtained by SC. The mean of the ratios of the
Uii parameters for the two studies is 0.95 (3). In contrast,
the values are quite similar to the values reported by
DHF, the average ratio for the two comparable re®ne-
ments (I) and (II) being 1.02 (2). It is tempting to
suggest that the thermal parameters are too small owing
to the presence of TDS contamination in the intensity
data, as argued by DHF. However, no TDS correction
was applied to the data in the SC study either. It is, of
course, possible that the experimental temperatures
were not identical, although all three experiments were
calibrated in the same way (potassium dihydrogen
phosphate, KDP, 122 K), or that there was a difference
in crystal quality. At ®rst sight, the agreement of thermal
parameters from re®nement (II) with those obtained
from neutron data (Koetzle & McMullan, unpublished
results) appears more satisfying, the average ratio being
1.01 (4). However, the ratio for U11 [0.965 (6)] is
systematically smaller than for the two other principal

components [1.037 (12)]. The values obtained from a
second neutron study (Feld, 1980) reported for the same
temperature differed by 15%, again suggesting a
problem with temperature calibration across these
experiments.

If, as has been suggested, the integrated intensities of
the weak re¯ections are overestimated by the current
integration algorithm (SAINT; Siemens, 1996) the
displacement parameters would indeed be reduced. To
examine this possibility, the ratio between F2

o for the
current data and that of SC, appropriately scaled using

Table 3. Re¯ection statistics with respect to (a) intensity
and (b) resolution

R1 R2 wR Nterms Nmeans

(a)
Q < ÿ2.0 0.0527 0.0610 0.0758 8 4

ÿ2.0 < Q < ÿ1.0 0.4186 0.4591 0.4343 156 41
ÿ1.0 < Q < 0.0 0.9073 0.9195 0.8695 3157 443

0.0 < Q < 1.0 0.8215 0.8215 0.8745 8342 1033
1.0 < Q < 2.0 0.3585 0.3668 0.4385 4621 566
2.0 < Q < 3.0 0.2105 0.2358 0.2622 3449 404
3.0 < Q < 4.0 0.1380 0.1622 0.1732 2522 292
4.0 < Q < 6.0 0.0963 0.1137 0.1194 4499 468
6.0 < Q < 8.0 0.0710 0.0856 0.0866 3551 333
8.0 < Q < 10.0 0.0543 0.0666 0.0656 2553 230

10.0 < Q < 20.0 0.0346 0.0417 0.0418 7804 634
20.0 < Q < 50.0 0.0219 0.0288 0.0252 5232 382
50.0 < Q 0.0144 0.0173 0.0161 547 48

(b)
S < 0.500 0.0192 0.0235 0.0227 3891 313

0.500 < S < 0.600 0.0241 0.0245 0.0304 3262 214
0.600 < S < 0.650 0.0286 0.0265 0.0370 1900 129
0.650 < S < 0.700 0.0327 0.0295 0.0431 2126 155
0.700 < S < 0.750 0.0385 0.0345 0.0483 2790 181
0.750 < S < 0.800 0.0467 0.0391 0.0571 3343 207
0.800 < S < 0.850 0.0479 0.0378 0.0575 2998 213
0.850 < S < 0.900 0.0533 0.0423 0.0608 3682 270
0.900 < S < 0.950 0.0657 0.0502 0.0730 3872 289
0.950 < S < 1.000 0.0772 0.0577 0.0854 3343 298
1.000 < S < 1.050 0.1026 0.0750 0.1140 3418 352
1.050 < S < 1.100 0.1119 0.0778 0.1197 3169 386
1.100 < S < 1.150 0.1081 0.0823 0.1253 2296 388
1.150 < S < 1.200 0.1449 0.1041 0.1642 2393 451
1.200 < S < 1.250 0.1334 0.1054 0.1520 2347 480
1.250 < S < 1.300 0.1525 0.1165 0.1821 1253 396
1.300 < S < 1.350 0.1433 0.1139 0.1776 358 156

Q = F2
o /�(F2

o), S = sin �/�, R1 = �|Yÿ YÅ |/�|Y|, R2 = [�(Yÿ YÅ )2/�Y2]1/2,
wR = {�w[(Y ÿ YÅ )/�(Y)]2/�w[Y/�(Y)]2}1/2, where Y = F2

o .

Fig. 4. Residual map after multipole re®nement; data cut-off at
sin �/� = 0.9 AÊ ÿ1 for re¯ections with F2 > 2�(F2); (a) this work;
(b) SC. Contour level: 0.05 e AÊ ÿ3.
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the scale factors from the ®nal multipole re®nements,
has been calculated for all re¯ections common to the
two data sets and the results are reported in Fig. 5. It can
be seen that the agreement for the strong re¯ections is
good, however, either the CCD detector has indeed
overestimated the weak intensities or else they are
underestimated by the scintillation counter.

The main purpose of this study was to examine the
charge density and compare with previous studies. First
the atomic charges were estimated from a kappa
re®nement. The results are given in Table 4 and
compared with those obtained from the SC data. The
most striking difference is the positive charge obtained
for the C atom from the CCD data compared with a
small negative charge obtained using the point-detector
data. Indeed, in agreement with chemical intuition, a
charge of +0.69 on C is predicted by ab initio calcula-
tions for the gas phase oxalic acid molecule (6-31G*
basis set, SPARTAN; Wavefunction, Inc., 1995), hence,
this observed difference is satisfying.

Difference density maps from the current data and
the SC data are presented in Fig. 2. The maps were
prepared after high-order re®nements, as described
above. It is clear that the main features of the maps are
the same with respect to the bonding and lone-pair
regions, however, there are much deeper negative
regions close to the nuclear positions for the current
data, particularly for the C atom. In contrast, a similar
map reported by DHF also has negative regions of
similar magnitude.

Comparison of the model maps (Fig. 3) again shows
qualitative agreement. All regions agree to within one
contour level (0.05 e AÊ ÿ3), except for the lone-pair
regions for O(2) and O(3), which are signi®cantly shar-
pened in the current study compared with those
obtained with the SC data. We note that the differences
in the data are real as parallel re®nements were carried
out using the original SC data and the current data, and
identical maps prepared. Indeed, although the current
data set extends to sin �/� = 1.34 AÊ ÿ1, it was truncated at
1.20 AÊ ÿ1 in the re®nement to make the comparison as
meaningful as possible. However, in the present study all
the data were available, whereas in the previous study,
only data calculated to be observable was measured for
sin �/� > 0.90 AÊ ÿ1.

Examination of the multipole populations gives no
indication of this discrepancy observed in the model
maps, most populations from the parallel re®nements
agreeing to within 2 e.s.d.'s (Table 5). The striking
exception is the difference in the monopole populations
(Pv). This must be a simple difference in the partitioning
of the charge density between atom centers in the model
as there is no discernible difference in the model maps

Fig. 5. Ratio between scaled F2 for
CCD and point-detector data with
respect to log F2.

Table 4. Comparison of the results of the kappa
re®nements

This work SC

q � q �
O(1) ÿ0.42 (3) 0.976 (3) ÿ0.18 (3) 0.986 (3)
O(2) ÿ0.51 (2) 0.972 (3) ÿ0.32 (3) 0.973 (3)
O(3) ÿ0.63 (3) 0.960 (3) ÿ0.44 (4) 0.968 (4)
C(1) 0.27 (3) 1.032 (5) ÿ0.06 (5) 0.990 (7)
H(1) 0.49 (2) 1.49 (6) 0.29 (3) 1.20 (3)
H(2) 0.41 (2) 1.34 (3) 0.35 (2) 1.22 (3)
H(3) 0.41 (2) 1.34 (3) 0.35 (2) 1.22 (3)
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around the carbon position, however, it is also in
accordance with the result obtained from the kappa
re®nement. We note that the e.s.d.'s of the multipole
parameters (Table 5) for the CCD study are approxi-
mately twice those from the SC data. This implies that
the SC data are of superior quality, however, the e.s.d.'s
from the CCD data are still as good as those typically
reported for similar studies.

The residual maps (Fig. 4) both show similar inade-
quacies in the model for the H atoms. The most striking
difference between the CCD and SC data is the deeper
negative regions close to the nuclear positions obtained
with the CCD data. Elsewhere, the noise levels are of
similar magnitude, but more randomly distributed from
the CCD study.

7. Conclusions

Clearly the data obtained are adequate for a charge
density analysis. It is also possible that the weak data,
contrary to popular wisdom, are actually better than
those from point detectors (Fig. 5). Following informal
discussions at the 1997 ACA meeting² it seems possible
that even better data will be obtained using narrower
frames (e.g. 0.1�). From our own observations (Kirsch-
baum et al., 1997) it is not necessary to eliminate the �/2

contamination by reducing the generator voltage as was
performed in the present study. However, although the
effect on routine structure re®nement has been shown to
be negligible, the effect of applying the small correction
to the intensity data has yet to be determined for charge
density studies.
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data for the 1980 study, the College of Arts and Sciences
of the University of Toledo and the Ohio Board of
Regents for generous ®nancial support of the X-ray
diffraction facility and thank the Of®ce of Naval
Research for funding this work (contract numbers
N00014-95-1-0013 and N00014-95-1-1252).
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